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“Al Is the new electricity”
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But... Al Is also surprisingly brittle!

Try It out

1. Select an image to target

2. Simulate Attack | | Code
Adversarial noise type

C&W Attack
Original Modified

Determine strength
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3. Defend attack
Gaussian Noise ®
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https://art-demo.mybluemix.net/

This does not only apply to images...

Original Adversarial
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https://github.com/Trusted-Al/adversarial-robustness-
toolbox/blob/main/notebooks/adversarial_action_recognition.ipynb



https://github.com/Trusted-AI/adversarial-robustness-toolbox/blob/main/notebooks/adversarial_action_recognition.ipynb

What 1s happening??
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Geirhos et al., 2019] ML mOdelS I_OVE ShOrt CUtS!



What 1s happening??
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[Carter et al., 2019] ML mOdelS LOVE ShOrt CUtS!



What 1s happening??

- .
.
-
.
-
)
'
-
.
.
-
.
. -

Schoolbus

Nguyen etal, 2014 ML models LOVE short cuts!



Adversarial Threats to Al
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Adversarial Threats to Al
Scenarios

Security: Autonomous vehicles:

 Disappearance attacks <+ Targeted/untargeted
against CCTV attacks on object
surveillance recognition and image
segmentation models

Undermine trust in Al



Such attacks are already happening...

- TrendLabs & SECURITY

INTELLIGENCE Blog Reports of cybersecurity vulnerabilities
due to evasion attacks against Al in
W TWCN anti-malware / -virus products.
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The CERBER family of ransomware has been found to have

Cerber Ransomware evolves to evade detection
by Machine Learning Solutions Home > Notes > VU#489481

adopted a new technique to make itself harder to detect: it is
now using a new loader that appears to be designed to evade

detection by machine learning so

RECOMMENDED: Click here to repair Windows problems & optimize system performand

Most malware and viruses have evolved with time and use disguise to conceal their identity. Even the most Cy| a n C e Antl\/| r U S P rO d U CtS S U SC e ptl b | e tO
family of ransomware has adopted a new technique to evade detection by machine learning solutions. \
Concatenation Bypass

designed to hollow out a normal process where the code of

CERBER is instead run
Behavior and Analysis

Ransomware typically arrives via email, and these new
CERBER variants are no exception. Emails that claim to be fron
various utilities may have been used. The emails contain a link

Vulnerability Note VU#489481 B n

Run VBS file using
Windows Scripting Host
(wscript.exe)

to a self-extracting archive, which has been uploaded to a Drop

Run DLL file using

rundli32.exe

attackers. The target then downloads and opens it to infect a sy

shows what happens next

EXE_

Self-extracting Wscript.exe Rundll.exe
archive

Run VBS file using
Windows Scripting Host
(wscript.exe)

Overview

Load binary

from x The Cylance Al-based antivirus product, prior to July 21, 2019, contains flaws that allow an adversary to
craft malicious files that the AV product will likely mistake for benign files.

Run csc.exe,

sc.exe X (in the same
(hollowed out rundli32.exe
with Cerber) process)
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Adversarial Robustness Toolbox (ART) Open-source release @ RSA 2018:

Current stats:
 1.6K GitHub stars
450+ forks

« 250+ clones/w
1K+ downloads/w

Repo:
Docs:

Demo:

* Python library, 12K lines of code
o State-of-the-art attacks, defences and robustness metrics

from keras.datasets import mnist
from keras.models import load model N siliconANGLE

from art.attacks import CarlinilL2Attack ,
Load ART | from art.classifier import KerasClassifier Attackers can fool Al programs. Rere s how developers

fros ertmetrics daport loss sensitivit D

modules

# load data o JAMES KOBIELUS _
), (x test, y test) = mnist.load data() 2 IBM launches open-source library for
securing Al systems
Load CIaSSiﬁer # 'a(_’.:,.zu"f .‘.‘.‘n.'_l'fn"/rfé (3.’73 {L:.(:l' a"_u’f/ fa'n S _l‘.t’“lr_—.}’( i 1 i . ) Kz{ig};iggﬁ—tzrgnnsstic software library contains attacks, defenses, and benchmarks for securing artificial
= y_favor as_model. e
model (Keras, . moae 0ad mode my 1Tavorite kKeras moaeL.n ﬂ ) e b

classifier = KerasClassifier((©, 1), model)

TF, PyTorch etc) = 8 IBM, AIS AT LARREIDA—T>V—

E=8 2575V TAdversarial Robustness
Toolbox |

_ IBM ENTWICKELT WERKZEUG"E GEGEN
# Perform attack HACKERANGRIFFE DURCH "BOSE" KI
attack = CarliniL2Attack(classifier)

Perform attack ——
adv_x_test = attack. generate(x_teSt) BrinyuieHa Adversarial Robustness Toolbox, o o o
Charlie Osborne (Special to ZDNet.com) #HERRIE : B|ES XEESE Srfex (HULA) 2018%F04A19
OTKphITasi bubnmoreka ot IBM giist sauutel MU A 138425
Evaluate # Compute metrics on moael robustness o CER (O

— print'(loss_sensitivity(classifier, X test))

robustness .
Adversarial Robustness Toolbox : IBM propose une
boite a outils open source pour securiser lintelligence

?TensorFIOW @Xnet artificielle

_, UDUUSL 23-04-2018 | door: Witold Kepinski
Keras : B IBM Adversarial Robustness Toolbox beschermt tegen
Al T LichtGBM ST



https://github.com/IBM/adversarial-robustness-toolbox
https://adversarial-robustness-toolbox.readthedocs.io/
https://art-demo.mybluemix.org/

Resources & Conclusions

e GitHub

e Documentation

e Slack

e Demo

 Blog

* White paper

e Tutorial



https://github.com/Trusted-AI/adversarial-robustness-toolbox
https://adversarial-robustness-toolbox.readthedocs.io/
https://ibm-art.slack.com/
https://art-demo.mybluemix.net/
https://www.ibm.com/blogs/research/2019/09/adversarial-robustness-360-toolbox-v1-0
https://arxiv.org/abs/1807.01069
http://www.research.ibm.com/labs/ireland/nemesis2018/pdf/tutorial.pdf
https://www.research.ibm.com/artificial-intelligence/trusted-ai/

ART — How to contribute?

* Check Contributions page:

* Create github issues for suspected bugs, missing features, ideas for
Improvements etc.

* Contribute bug fixes, new features etc. via pull requests to dev branch
* Follow PEP 8 coding style, provide unit tests
 Sign DCO (via ‘-s’ flag) for every commit


https://github.com/Trusted-AI/adversarial-robustness-toolbox/blob/main/CONTRIBUTING.md
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