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Introduction However, from Fig. 3 and Fig. 4, we can see that the k-means algorithm

consumes much more time not because it needs more iterations to con-

Clustering is a fundamental machine learning ap- verge, but because 1-of-K coding substantially expands the dimensionality
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ous groups. K-means and its variants are the most e ey e Feeures hefarefifisy - ok Codle

widely used class of clustering algorithms today. 1200 140

In this paper, we compare two methods, 1-of-K i
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coding and k-prototypes, in categorical data clus-

tering. o
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portance in customer segmentation. We are par-

ticularly concerned with the data with a high pro-

portion of categorical data, as it is the most

common form of customer data.
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Fig.3: Number of Iterations in Each Run  Fig.4: Number of Features before/after 1-of-K Coding

Fig. 5, Fig. 6 and Fig. 7 summarise the accuracy calculation results of three
datasets that have the accuracies correlated with the cost functions.

. Accuracy Table - Soybean Accuracy Table - Voting

1-Of-K COdlng and K-prOtOtypes Kmeans Kprototypes Kmeans Kprototypes
e The common method 1-of-K coding converts T - EEAS i = —
_ . 99%-100% 0 0.00 87%-88% 0 0.00
each category feature into a set of binary fea- 08%-99% 0 0.00 86%-87% 0 75.33
tures using 1 and O to represent a category 97%-98% B mea 85%-86% D 257
. ] 96%-97% 0 0.00 84%-85% 0 0.00
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e K-prototype on the other hand inherits the 93% 04 a 50 ——— 0 0.00
ideas of k-means, but applies the simple 92%-93% 0 0.00 80%-81% 0 0.00
: : " 91%-92% 0 2.27 79%-80% 0 0.00
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1. Both algorithms get almost the — p——
same highest accuracy. The differ- 89%-90% 57 10.80

From Fig. 1 and Fig. 2, it is shown that when the

dataset gets large, the time consumed for 0 Ao 88%-89% 0 14.20
. . . ences are only 1% - 2%; = ane

k-means with 1-of-K coding is 2 to 3 times greater 87;'88; 0 1.67

- . 86%-87% 0 1.47

than that for k_prototypes. 2.The valid results Wlth k-means — 0 c 7

Time Consumed in 100 Runs concentrate at the |nterva| Of 84%-85% 0 0.00

1600 highest accuracy, while the ones 83%-84% 0 0.00
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that is, k-means is more stable o

S
w

55.86

than k-prototypes; Fig.7: Accuracy Table - Mushroom
200 l . I 3. The results in bold refer to the objectively best results based on cost

function. K-means probably finds only one global optimum, but k-proto-
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Bomeerta WK protugigpe types can find multiple global optima.
Fig.1: Time Consumed - Soybean, Voting and Credit
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k-means with 1-of-K coding and k-prototypes provide similar best results.
For the clustering speed, k-prototypes is faster than k-means with 1-of-K
I coding, because the latter expands significantly the dimensionality of the
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dataset. For the clustering validity, the valid results with k-prototypes
spread in multiple optima, while the ones with k-means with 1-of-K coding
e omeans B K-protoytypes concentrate in one point. Therefore, we conclude that k-means with 1-of-K

Fig.2: Time Consumed - Mushroom, Adult and Bank coding is more stable than k-prototypes.
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